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1st Year of MultiXscale project 

MultiXscale is a EuroHPC JU Centre of 
Excellence in multiscale modelling. It is a 
collaborative 4-year project between the 
CECAM network and EESSI that will allow 
domain scientists to take advantage of the 
computational resources that will be offered 
by EuroHPC.

You can download our poster here

Partner Networks:

http://www.multixscale.eu/
https://www.multixscale.eu/wp-content/uploads/2023/03/32-Poster-MultiXscale.pdf
https://www.multixscale.eu/wp-content/uploads/2023/03/32-Poster-MultiXscale.pdf


MultiXscale at EuroHPC User Day 
11/12/2023 – Brussels, Belgium

The MultiXscale EuroHPC Centre-of-
Excellence was explicitly called out at the 
EuroHPC User Day as an example that fits 
quite well in the strategy of the EuroHPC 
Joint Undertaking, in particular the European 
Environment for Scientific Software 
Installations (EESSI) project, which provides 
the technical backbone for MultiXscale.

NEW VIDEO! - ONLINE TUTORIAL - 05/12/2023
Streaming Optimised Scientific Software: 
an Introduction to EESSI

Have you ever wished that all the scientific 
software you use was available on all the 
resources you had access to, without having 
to go through the pain of getting them 
installed the way you want/need?

In this tutorial, we’ll explain what EESSI is, 
how it is being designed, how to get access 
to it, and how to use it.

We’ll give a number of demonstrations and 
also give access to a resource where you can 
try EESSI out for yourself.

 

Best Practices for CernVM FS in HPC

Introductory tutorial to CernVM-FS, the 
CernVM File System, with a focus on 
employing it in the context of High-
Performance Computing (HPC).

In this tutorial you will learn what CernVM-
FS is, how to get access to existing CernVM-
FS repositories, how to configure CernVM-
FS, and how to use CernVM-FS repositories 
on HPC infrastructure. Tutorial website: 
click here

NEW VIDEO! - ONLINE TUTORIAL - 04/12/2023

Did you know that the production repository 
of EESSI is available *by default* in 
CernVM-FS since 20 November 2023?
If you have access to a Linux system that has 
CernVM-FS installed, try it yourself by 
running the following shell command:
source /cvmfs/software.eessi.io/versions/2023.06/init/bash

More information: here

https://youtu.be/KAYI9oKFLxA?si=uRsI9cO-fs9AO2IU
https://youtu.be/L0Mmy7NBXDU?si=Z_-EOfSiwQA4IYcs
https://eurohpc-ju.europa.eu/news-events/events/eurohpc-user-day-2023-12-11_en
https://youtu.be/KAYI9oKFLxA?si=uRsI9cO-fs9AO2IU
https://youtu.be/L0Mmy7NBXDU?si=Z_-EOfSiwQA4IYcs
https://multixscale.github.io/cvmfs-tutorial-hpc-best-practices/
https://www.eessi.io/
https://multixscale.github.io/cvmfs-tutorial-hpc-best-practices/access


NEW VIDEO! 
________________

Making scientific software EESSI - and fast

Scientific software is almost defined by it's 
complexity. But just because it was hard to 
write doesn't mean it should be hard to build 
and even harder to run well. EESSI is a 
project that aims to change that by making 
architecture-specific binaries available to be 
streamed to your machine or your cluster, 
just by reaching out and asking it for them.
Kenneth and Alan - two leaders from the 
EasyBuild and EESSI projects - came to 
show us what this idea is, and how it works. 
Genius.
You can get more information about the 
project at https://eessi.github.io/docs/ or by 
joining their slack at https://www.eessi-
hpc.org/join and getting involved.

NEW VIDEO! 
________________

Streaming scientific software: an 
introduction to EESSI

Have you ever wished that all the scientific 
software you use was available on all the 
resources you had access to without having 
to go through the pain of getting them 
installed the way you want/need? The 
European Environment for Scientific 
Software Installations (EESSI – pronounced 
“easy”) is a common stack of scientific 
software installations for HPC systems and 
beyond, including laptops, personal 
workstations and cloud infrastructure. In 
many ways it works like a streaming service 
for scientific software, instantly giving you 
the software you need, when you need it, and 
compiled to work efficiently for the 
architecture you have access to.

During this tutorial, we explain what EESSI 
is, how it is being
designed, how to get access to it, and how to 
use it. We also give a
number of demonstrations that you can try 
out for yourself.
 

https://youtu.be/Fzv4ieiI1jo
https://youtu.be/FRtCUKYnACw


    - In the media:

15/06/2023 – HPC Tech Shorts – Making scientific software EESSI – and fast

30/03/2023 – HPCNow! website – MultiXscale EuroHPC funded project launched to increase the 
productivity of software and workflows for scientists working in the field of multiscale simulation

23/03/2023 – RTV 365 – Znanost in tehnologija

23/03/2023 – STA – Chemistry Institute spearheading EUR 6m multiscale simulation project

23/03/2023 – STA – Nov Center odličnosti MultiXscale na kemijskem inštitutu za pospešitev prehoda na 
superračunalniške vire

22/03/2023 – Sio1NET – Slovenski superračunalniški prispevek k reševanju svetovno pomembnih 
vprašanj

27/01/2023 – HPCNow! website – HPCNow! takes part in the New Centre of Excellence MultiXscale

26/01/2023 – NIC website – New Centre of Excellence MultiXscale

26/01/2023 – EuroHPC JU website – Kick-off of 10 Centres of Excellence in HPC to support the 
transition towards exascale

26/01/2023 – HPCwire – EuroHPC Announces Launch of 10 Centers of Excellence

    - Newsletters:

MultiXscale Newsletter Issue 1 2023    

    - Press Releases:

MultiXscale EuroHPC funded project launched to increase 
the productivity of software and workflows for scientists 
working in the field of multiscale simulation.

    - Posters

    “Genomics made EESSI: from HPC to cloud, the 
benefits of a shared appstack”, by Erica Bianco at the XI 
Symposium of Bioinformatics and Genomics, 15-16 
December 2023, in Barcelona (Spain)

    MultiXscale Poster at the European Corner of the 
European Researchers’ Night, September 2023 (Nit 
Europea de la Recerca)

https://www.multixscale.eu/media/
https://www.multixscale.eu/media/
https://www.multixscale.eu/media/
https://www.multixscale.eu/media/
https://www.multixscale.eu/training/


- Deliverables

D8.2 – Project data management plan
D8.3 – Project collaboration plan
D2.1 – Report on the current scalability of ESPResSo 
            and the planned work to extend it
D7.1 – Dissemination and Communication Plan

- Training

“One scientific software stack for all systems, that’s EESSI”, by Bob Dröge, at The Power of “High-
Performance Computing session” SURF Advanced Computing User Day, 7 December 2023, in 
Amsterdam (The Netherlands)

“Streaming Optimised Scientific Software: an Introduction to EESSI”, 5 December 2023, Online

“Best Practices for CernVM-FS in HPC”, 4 December 2023, Online

Presentation on MultiXscale and EESSI, by Alan O’Cais, at CATIEL2`s fifth Code of the month, 28 
November, Online

“Magic Castle: Terraforming the Cloud to Teach HPC”, at SC23, 12 November 2023, in Denver (USA)

ESPResSo Summer Schools, 9-13 October 2023, Stuttgart University, in Germany

“About EESSI – European Environment for Scientific Software Installations”, by Helena Vela, at WHPC 
1st MAR chapter Workshop, 9 October 2023, in Barcelona (Spain)

“Distributing software the #EESSI way”, by Caspar Martijn van Leeuwen, at CompBioMed2023 
Conference, 12 September 2023, in Garching (Germany)

NCC Training Coffee Break, by Alan O’Cais, 7 September 2023, Online

“When Portability and Reproducibility also meets Performance”, by Jordi Blasco, at ALCS2023, 15 June 
2023, in Canberra (Australia)

EasyBuild/EESSI UK workshop, 27-28 April 2023, in London (UK)

“EESSI: status update”, by Caspar van Leeuwen, at 8th EasyBuild User Meeting, 25 April 2023, in 
London (UK)

https://www.multixscale.eu/deliverables/
https://www.multixscale.eu/training/


Elisabeth Ortega presented EESSI and MultiXscale at EuroHPC Joint Undertaking booth B20 at ISC 
Hamburg, on May 23rd, 2023

Contact Us: 
You can always email us at info@multixscale.eu  /  Visit our website  www.multixscale.eu

MultiXscale | Center of Excellence
Funded by the European Union, the European High Performance Computing Joint Undertaking (JU) and countries participating in the 
project under grant agreement No 101093169.

mailto:info@multixscale.eu
http://www.multixscale.eu/

